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**Abstract**  Software agents offer a range of benefits to the development of complex software systems. However, before these benefits can be realised by the computing industry there is a need for an agent platform that can be accepted by industry. In this paper we describe the JACK agent platform: a mature and robust commercial product. We argue that JACK meets requirements such as familiarity, scalability and integratibility which make it suitable for adoption by industry. We also describe interesting features of JACK such as the use of capabilities for structuring agents, and JACK’s approach to teamwork which allows hierarchical team structures.

**Keywords:** Agent Oriented Programming Language, Belief-Desire-Intention, Agent Platform.

### 1.1 Motivation

Software agents offer a range of potential benefits to the development and deployment of complex software systems, such as increased flexibility and adaptability, and more natural models of complex “nearly decomposable” systems [28,29,34,35]. These benefits stem from the combination of features that are generally considered to be associated with intelligent software agents: being *autonomous, proactive, reactive* and *social*. Some argue that because agents are autonomous they reduce coupling [28,42]. Some focus on the use of plans and goals in Belief-Desire-Intention (BDI) agents (and similar platforms), arguing that the
resulting number of ways in which a goal can be achieved gives agents flexibility in dealing with situations, and robustness in recovering from various types of failure (e.g., [43, Section 2.5]). Others argue that aspects of agents (e.g., autonomy, flexibility) are already being adopted by mainstream software engineering, and that this is evidence that these aspects are useful to modern software systems [61].

However, in order for these benefits to be realisable by the computing industry, a number of key technological pieces are required. One of the key pieces is a methodology (including concepts, notations, a process and techniques) that guides practitioners in designing agent systems. We do not focus on this here, but note that a number of methodologies have been developed including Gaia [60], Tropos [6], MaSE [14], Prometheus [43], ROADMAP [30] and others [2, 21]. Some of these methodologies have also been evaluated and compared in various ways [9, 12, 48, 49].

A second key piece of technology is an agent platform which can be used to create agent systems. Like the term “methodology”, the meaning of the term “agent platform” is somewhat debatable. We believe that an agent platform needs to contain at least the following components:

- An agent-oriented programming language that allows agents to be written directly using agent concepts (e.g., plans, goals, beliefs), rather than encoded in non-agent-oriented languages.

- A library or framework providing facilities for inter-agent communication including facilities for transmitting and receiving messages, and for locating agents (e.g., a name server).

_JACK™ Intelligent Agents_ (referred to as “JACK” in the remainder of this chapter) [8] is an agent platform that includes these components and more. JACK includes an agent-oriented programming language; a platform for executing agents with infrastructure such as message marshalling and a name server; and development tools including a design tool, a graphical plan editor and a number of debugging views. Additionally, JACK includes a number of additional functionalities such as the ability to construct hierarchical teams of agents [27].

Looking at the history of object-oriented technologies, it is interesting to note that object-oriented programming languages such as Simula (developed in the 1960s) and Smalltalk (developed in the 1970s) significantly pre-dated work on object-oriented analysis and design (in the 1980s and 1990s). By analogy with this history one could argue that the availability of a widely accepted “standard” agent-oriented programming language is more crucial to the success of agents as a technology than the development of a widely accepted methodology. To be widely accepted.
an agent platform must be accepted by industry, and so it is natural to ask what an industry-acceptable agent platform might look like.

We believe that to be acceptable to industry an agent platform must be:

- **Familiar**: presented as an extension of objects, rather than as a revolutionary new paradigm [42]. In particular, this means that the programming language should be easily learned by programmers who are used to currently popular languages (e.g., Java). In particular, this rules out languages that are based on alternative, less mainstream, paradigms such as logic programming.

- **Integratable**: the platform must allow agents to communicate and integrate not just with existing software including objects written in Java or C++, but also with databases, web servers, graphical user interfaces, etc. In particular, in order to flexibly integrate with a wide range of existing systems, the agent platform must be agnostic (or at least flexible) with respect to communication infrastructure. Supporting a single approach only, such as FIPA\(^1\), is not desirable as there are many for communication and integration approaches in current use (e.g., Web Services, CORBA, Java RMI, HLA).

- **Scalable**: the language must support good software engineering practice, including the provision of suitable facilities for structuring large systems.

- **Industrial Strength (Robust, Stable, Efficient)**: the implementation must be robust and reliable, and it must be able to support large numbers of agents efficiently.

- **Documented and Supported**: when using a technology that is not (yet) widely-known, it is vital to have good documentation and support.

Additionally, it is important for the agent platform to provide development tools (such as an integrated development environment and design tools), and debugging tools.

It is clear that, in today’s computing environment, developing an agent platform built on top of the Java platform is highly attractive: it provides for portability across computing platforms and access to a rich collection of libraries. One approach to using the Java platform as
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a basis is to use the Java language as the programming language and provide a library of agent features. This approach has the benefit of familiarity – the programming language used is Java itself – but has the drawback that the language’s semantics is fixed and cannot be changed. This approach is taken by the Jadex\(^2\) system (see Chapter ??), and one consequence is that when a plan has a sub-goal, the programmer must write code to check whether the sub-goal has succeeded, and if not fail the plan. This check cannot be done automatically in Jadex (as it should be) without changing Java’s execution semantics. An alternative approach to using the Java platform as a basis is to create a new language and implement it using Java, either by compiling it to Java or writing an interpreter for the new language in Java. The new language can be quite different to Java (e.g., JAM [24] or Jason (see Chapter ??)) or, as in JACK, a conservative extension of Java.

Although there are clear benefits to using Java as a basis and there are good reasons to conservatively extend Java’s syntax, this does have the drawback of yielding a programming language that is relatively verbose. To some degree, JACK addresses this issue by using development tools that generate code skeletons by interaction with a GUI.

In the following section we briefly describe the JACK agent language and its features. In section 1.3 we discuss the JACK agent platform, and in section 1.4 we present applications developed with JACK. Although JACK is a commercial platform which caters for industrial usage, one of JACK’s major design goals was “to enable further applied research” [23], and so we briefly discuss research that has extended or built on JACK in section 1.5.

1.2 Language

The JACK programming language extends Java in a number of ways, both syntactic and semantic. The JACK language is a superset of the Java programming language, so all of Java’s libraries and facilities are easily accessible.

In the following sections we briefly describe the JACK programming language and its execution.

1.2.1 Specifications and Syntactical Aspects

Syntactically, JACK extends Java in three ways:

\(^2\)http://vsys1.informatik.uni-hamburg.de/projects/jadex/
1. JACK adds new top-level declaration types which are used to declare agents, beliefsets, views, events, plans and capabilities.

2. Each of the top-level types is defined using various # declarations which define the properties of the entity and relationships between entities.

3. Within plan bodies, JACK defines a range of @ statements such as posting an event (e.g., @post) or waiting for a condition (@wait_for). Some of the @ statements defined by JACK are listed in figure 1.1.

Figure 1.2 shows how these three syntactic extensions are used to define a (very simple) plan called ProcessRequest which is triggered by a message (declared with the #handles declaration), and replies to it with a response.

- @post, @subtask – simple event posting within an agent. @post is asynchronous, whereas @subtask waits for the event processing to finish before continuing.
- @send, @reply – inter-agent communication.
- @achieve, @insist – post a (goal) event under certain conditions. @achieve(condition, goal_event) checks whether the condition holds, and posts the event if it doesn’t. @insist(condition, goal_event) is similar, but also checks whether the condition holds after the processing triggered by the event has finished. If not, the event is posted again.
- @maintain – checks for condition while handling event. @maintain(condition, event) will subtask the event, but will monitor the condition while the event processing runs. If the condition becomes false the plans that handled the event are aborted.
- @sleep, @wait_for – do nothing for a certain amount of time (@sleep) or until a certain condition is true (@wait_for).

Figure 1.1. Some statements provided by JACK

The top-level entities that JACK defines are:

**Agent:** An agent is an obvious basic entity for an agent-oriented programming language! In JACK, agents are specified by defining the events they handle and send, the data (including beliefsets) they have, and the plans and capabilities they use.
public plan ProcessRequest extends Plan {
    #handles event Request req;
    #sends event Response resp;

    context() {
        req.isValid;
    }

    #reasoning method body() {
        // Can contain Java code as well as JACK @-statements
        ...
        @reply(req,resp.response(...));
    }
}

Figure 1.2. A (very simple) Plan

Beliefset: A beliefset is effectively a (small) relational database that is stored in memory, rather than on disk. JACK makes it easy to define these and to define queries on beliefsets. Beliefsets can also post events in certain situations (e.g., whenever the beliefset is modified).

View: Views are “virtual” beliefsets that are computed from other beliefsets.

Event: An event is an occurrence in time that represents some sort of change that requires a response. Events are used in JACK (and in other BDI architectures) to model messages being received, new goals being adopted, and information being received from the environment.

Plan: A plan is a “recipe” for dealing with a given event type. Plans include an indication of which event they handle, a context condition which describes in which situations the plan can be used, and a plan body. The plan body, which can include Java code as well as JACK code, is what is actually executed as the system runs.

Capability: A capability is a modularisation construct. We discuss capabilities in section 1.2.3.

The execution of JACK is fairly typical for a BDI architecture. Events (which include messages from other agents) trigger plans. Each event
1 Event posted.
2 Determine the set of relevant plans.
3 Determine the applicable plans.
4 Select an applicable plan and run it.
5 If plan fails, go to step 4 (select an applicable plan).

Figure 1.3. Event handling in BDI architectures

will normally have a number of plans that handle that event, these are the relevant plans. Of the relevant plans, some will be applicable to the agent’s current situation. This is determined by evaluating the plan’s context condition\(^3\). If there are no (more) applicable plans the event has failed, and failure handling is triggered. Otherwise, one of the applicable plans is selected and its body is executed. This is summarised in figure 1.3.

The execution of a plan’s body is fairly straightforward: the statements in the plan body are executed in sequence. However, there is one key difference between executing Java code and executing JACK code: each statement can fail, and if it does the rest of the plan is not executed and failure handling is triggered instead.

When a plan fails the event that triggered it is considered to have not been handled, and alternative plans for handling it are considered. This process looks for another applicable plan to try. If there is another applicable plan, it is tried. If all applicable plans have failed the event cannot be handled. If the event was posted from a plan (Events can also be posted from Java code) that plan fails and its triggering event is re-posted in an attempt to find an alternative applicable plan for it.

This execution cycle of events triggering plans is common to a whole family of BDI architectures (e.g., dMARS [15], JAM [24], PRS [20, 26], UM-PRS [31]). However, there are some details of the cycle that are specific to JACK and distinguish it from other platforms. Firstly, by default\(^4\) JACK re-computes the applicable set when considering alternative plans due to failure. This means that when a plan fails and alternatives are considered, the applicability of these alternatives is evaluated in the

\(^3\)If the context condition has multiple solutions this will lead to multiple plan instances being considered as applicable.

\(^4\)This behaviour, and other aspects of event handling, can be customised on a per-event-type basis.
1 Event posted.
2 Find plans that \texttt{\#handle} it.
3 Determine the set of relevant plans using \texttt{relevant()} method (Relevant method can only access event, not beliefs).
4 Determine applicable plans using \texttt{context()}.
5 Select a plan and run its \texttt{body()}. (meta-reasoning can be used to make the selection).
6 If plan fails, go to step 4 (recompute applicable plan set).

\begin{figure}
\centering
\begin{tabular}{|l|}
\hline
1 Event posted. \\
2 Find plans that \texttt{\#handle} it. \\
3 Determine the set of relevant plans using \texttt{relevant()} method (Relevant method can only access event, not beliefs). \\
4 Determine applicable plans using \texttt{context()}. \\
5 Select a plan and run its \texttt{body()}. (meta-reasoning can be used to make the selection). \\
6 If plan fails, go to step 4 (recompute applicable plan set). \\
\hline
\end{tabular}
\caption{Event handling in JACK}
\end{figure}

current situation, not the situation when the event was first posted. Some other BDI architectures (such as JAM) do not re-compute the applicable plan set, and thus select plans based on out-of-date information when failure occurs.

Another detail that is specific to JACK is that the context condition is actually split into two parts: a context condition and a relevance condition. The relevance condition is a Boolean condition that is only evaluated once (eagerly) and can only access the details of the event, not any other data. The relevance condition is used to exclude plans based on the details of the event (which do not change). For example, if the event is a request for credit which specifies the amount and there are separate plans depending on the amount requested, the selection of plans can be done using a relevance condition rather than a context condition. The JACK execution cycle is summarised in figure 1.4.

When there are multiple applicable plans that can be used, the question arises of which one an agent should select (step 5 in figure 1.4). JACK provides a number of mechanisms that allow the programmer to specify how a plan should be selected. One mechanism is that plans will (by default) be selected in the order in which they are listed in the agent. Another mechanism runs another plan (a “meta-plan”) to decide which plan to select.

It is worth mentioning that JACK actually provides a variety of event types which behave differently. For example, message events do not trigger failure handling if their handling plan fails.
1.2.2 Semantics and Verification

Although JACK is quite well documented, its semantics have not been formally specified. Since JACK is a superset of Java and is compiled to Java, formally defining JACK’s semantics would require a formal definition of Java’s semantics, something that is still an active area of research\(^5\) [1]. However, although JACK itself has not been formally specified, the event-plan execution cycle which JACK shares with other BDI platforms has been formalised in various ways by various researchers. Anand Rao’s work on AgentSpeak(L) [47] aims to bridge the “BDI gap” between theories and implementations by defining a language capturing the essence of BDI platforms whilst having precisely defined semantics. Although the formal semantics given by Rao is incomplete, the work has inspired a number of implementations of the language such as AgentTalk\(^6\), an implementation based on SIM_AGENT [36], an implementation in Java that is designed to run on hand-held devices [46], and the Java-based Jason\(^7\) (see Chapter ??).

Since Rao introduced AgentSpeak(L), a number of authors have published complete formal semantics for the language. The specification language Z (“Zed”) was used to formally specify the essential execution cycle of AgentSpeak [16], and an operational semantics for AgentSpeak was given by Bordini and Moreira [4]. However, neither of these formalisations included the failure handling mechanism. A precise operational semantics including failure handling was given by Winikoff \textit{et al.} [58] for a language (called “CAN”) which is a superset of AgentSpeak.

Since JACK’s semantics has not been formalised, JACK programs cannot be formally verified. However, verification of entire implemented systems is not currently realistic. Research into model checking of agent programs is still quite young [3], and is not yet applicable to large agent programs. Consequently, we believe that presently formal techniques are best applied to verifying aspects of systems, such as key algorithms or interaction patterns.

1.2.3 Software Engineering Issues

One of JACK’s strengths is its support for modern software engineering practices. In addition to the features provided by Java (objects,
packages), JACK adds a number of features that can be used to structure an agent system.

One new feature is that a plan’s body can be broken down into a number of separate reasoning methods, rather than being a single monolithic block of JACK code. This allows a single plan to be structured internally.

Another feature that was introduced by JACK (and subsequently adopted by Jadex) is capabilities [7]. A capability is the agent-oriented equivalent of a module, corresponding to a coherent ability that an agent has. Capabilities contain plans and beliefs, and specify which events they handle and post. In addition, capabilities can also contain sub-capabilities which allow hierarchical module structures to be specified as appropriate.

Another Software Engineering practice is consistency checking. JACK checks that the various declarations of which events are posted and handled by which entities (agents, capabilities and plans) are consistent. Additionally, the JACK agent programming language is, as an extension of Java, strongly and statically typed, and the type checking done at compile-time can catch a range of mistakes made by the programmer.

As JACK is a superset of Java, integrating with existing Java code is straightforward. An example of this is the work of [13] which integrated JACK with the JSHOP planner (which is written in Java). JACK can also be integrated with existing C++ code using JACOB (see section 1.3.2). JACK has also been successfully integrated with systems in Fortran, C, and Ada.

1.2.4 Other features of the language

In addition to the features discussed above, the JACK agent language includes a number of other significant features. Perhaps the most significant is its support for “team-oriented” programming.

JACK’s support for teams is an optional extension which adds two new concepts (teams and roles) and extends Plans to TeamPlans [27]. A team is an entity which, like an agent, can contain plans, capabilities, data, etc. but, unlike agents, a team can also have sub-teams, enabling natural modelling of hierarchical organisational structures. It is important to realise that a team is an active entity that can have beliefs and execute (team) plans; it is not merely a collection of agents. Indeed, when the team extension is enabled, an individual agent is modelled simply as a team that has no sub-teams!

For each team type, roles are used to specify the interface (in terms of events received and sent) that must be fulfilled by its sub-teams.
The team extension also extends Plans to TeamPlans by adding the ability to delegate tasks to sub-teams, and to perform steps in parallel. Team plans also differ from plans in that they have an `establish()` reasoning method which assembles the sub-teams that will be involved in the plan (the “task team”). Each TeamPlan that is run by a team can have a different assignment of sub-teams. For example, given a team of soccer-playing robots, one TeamPlan may require two attackers, whereas another TeamPlan may require both a defender and a goal keeper.

Figure 1.5 shows a simple example TeamPlan. This TeamPlan specifies that feeding a baby requires two sub-teams, both playing the role of a parent. One parent prepares the food at the same time as the other parent calms the baby. Once this is done, the baby is fed.

JACK’s teams support also includes other features, such as being able to automatically repair teams, and being able to automatically propagate beliefs from a team to its sub-teams and vice versa.

JACK’s approach to teamwork is different to standard approaches that regard teams as a collection of agents having certain patterns of mental attitudes (e.g., joint intentions), existing approaches to teamwork [11, 50] do not consider teams to be entities in their own right, and do not support hierarchical team structures. Comparisons of JACK’s approach
to teamwork with other approaches to teamwork can be found in \cite{10,25}.

Another feature of JACK is an event type called InferenceGoal. Whereas other event types are handled by finding an applicable plan and executing it, with alternative plans being considered (for some event types) only if plan execution fails, an InferenceGoal event is handled by executing all applicable plans in sequence. This behaviour is useful for performing certain types of reasoning such as emulating rule firing in expert systems.

Finally, the JACK compiler is modular, and the JACK language can be extended using plugins, but this aspect is not currently well documented, and extending the JACK language in this way is difficult without extensive support from Agent Oriented Software.

1.3 Platform

In this section, we briefly discuss features and properties of the JACK platform including tool support for design, programming and debugging, as well as support for various forms of communication and integration.

1.3.1 Available tools and documentation

According to a recent survey of agent researchers, the areas that were seen as most desirable to be supported by third party tools were “Integrated Development Environments, Debugging tools, and parsers/language tools” \cite{57}. JACK addresses the first two areas by providing an integrated development environment, and a range of debugging tools.

The JACK Development Environment (JDE) (see figure 1.6) allows the developer to create agents, events, plans, beliefsets etc. by dragging and dropping, rather than typing # declarations. The JACK skeleton code for the entities is automatically generated. The JDE also provides a Graphical Plan Editor (on the right side of figure 1.6) which allows the bodies of plans to be specified using a graphical notation, rather than textual code.

The JDE also includes a Design Tool (middle of figure 1.6) which allows overview diagrams in the style of Prometheus \cite{43} to be drawn. This can be used to create the system’s structure by placing entities onto the canvas and linking them together. It can also be used to create an overview of an existing system by adding entities to a canvas, in which case the links between entities are automatically added. The JDE maintains consistency between the design diagrams and the underlying model, and therefore with the generated code.
Figure 1.6. The JACK Development Environment (JDE)
JACK provides a number of debugging tools. The simplest is a textual trace of processing steps which is enabled from the command line. This can be configured to show various types of steps: changes to beliefsets, events being posted and processed, messages being sent and received, and steps in plans. Although this information is easy to obtain, it is obtained from a single run-time instance of the JACK platform, and is therefore less useful for debugging distributed systems of agents.

For debugging distributed agents interaction diagrams are more useful. An interaction diagram graphically displays messages sent between agents. A single interaction diagram can collect and display messages from agents across a distributed system.

Interaction diagrams depict the messages between agents. However, when debugging, it is also useful to be able to trace the internal execution of agents. JACK provides graphical plan tracing, which traces the execution of plans that have been specified using the Graphical Plan Editor. When a plan begins executing its graph is shown, and as the plan executes the currently executing node is highlighted. The graph also shows the values of the plan’s variables and parameters. The execution of the agent can be controlled: it can be run as normal, single-stepped, or stepped with a delay in between steps.

The next version of JACK will also provide an additional debugging tool: a browser that allows the state of agents (including their beliefs and active tasks) to be inspected.

All of these development, design and debugging tools – as well as the JACK language, and other facilities such as JACK’s support for teamwork, the Webbot interface to JSP, and JACOB (see next section) – have clear and extensive documentation. Additionally, JACK’s documentation package also includes “practicals”: a tutorial sequence introducing JACK.

1.3.2 Standards compliance, interoperability and portability

There are many approaches to communication and integration, such as CORBA, HLA, Java RMI and FIPA. Consequently, JACK’s approach to communications is agnostic. While a lightweight communications infrastructure is provided, and can be used out-of-the-box, it is also possible to extend and/or replace JACK’s communications infrastructure.

We begin by discussing JACK’s lightweight communications infrastructure including a discussion of JACOB. We then look at an example of extending JACK to make it FIPA-compliant. Note that this extension is not part of the JACK distribution: JACK is a commercial product,
and since most agent systems today are not open and are not FIPA-compliant, there is limited demand by customers of Agent Oriented Software to make JACK FIPA-compliant. Rather, it is more important to be able to integrate JACK code with existing code in Java and C++ (which is supported by JACOB), and with existing applications such as databases (supported by JACOB using JDBC), web servers (supported by Webbot using JSP), and graphical user interfaces (provided by Java libraries such as AWT or Swing).

JACK’s lightweight communications mechanism supports sending messages between agents. These messages can contain Java objects which are serialised by the sender and “reconstituted” by the recipient of the message. JACK provides a number of mechanisms for serialising objects: Java’s serialisation can be used, but this tends to produce large messages, and only supports communication with other Java software. Alternatively, JACOB provides more compact serialisations, and allows objects to be “reconstituted” by Java or C++ programs. JACOB provides a number of serialisation formats: a plain ASCII format that is compact yet human readable, a binary format which is more compact, an XML format, and a JDBC format.

When the recipient of a message is in the same Java process as the sender, then the message is addressed simply using the name of recipient agent. However, JACK supports flexible distribution of agents: it is possible to have multiple agents per Java process, to have agents distributed in different Java processes (which can be on different machines), or to flexibly mix these. This flexible distribution requires a slightly more sophisticated addressing scheme than simply using agent names, and JACK introduces the concept of a portal. Roughly speaking, a portal can be thought of as a handle on a Java process, and sending a message to an agent at another portal is done by addressing the agent as agent-name@portalname. Each portal acts as a name server for other portals, i.e., each portal keeps track of the addresses of other portals.

Thus, JACK’s provided communication infrastructure supports communication amongst flexibly distributed agents, as well as between agents and existing software written in Java or C++.

We now briefly describe a third-party extension to JACK which supports building FIPA-compliant JACK agents. The FIPA JACK plugin\(^8\) [59] was developed at RMIT University and was used as the basis for its AgentCities platform. The plugin provides FIPA compliant services, specifically an Agent Management System (AMS), Directory Facilitator

(DF) and Message Transport Service (MTS). The plugin also provides a new agent base class (FIPA\texttt{Agent}). Agents which extend this class automatically register with the AMS, and are able to send and receive FIPA-compliant messages. The FIPA JACK plugin also includes a GUI for examining the agents that are registered with the AMS and for sending messages for testing purposes.

1.3.3 Other features of the platform

JACK is efficient: it allows flexible distribution of agents, with multiple agents sharing a Java process. It also allows for many agents to run on a single machine, while still supporting distributed agent systems across machines. Benchmarking\textsuperscript{9} on an average PC running Linux shows that over 1000 agents can be created per second, and that 100,000 messages can be sent per second (within the same Java process).

These benchmarks are supported by a recent paper \cite{56} which compared and benchmarked a number of agent platforms, including JACK (version 3.51), JADE, FIPA-OS and Zeus. It found JACK to be by far the fastest platform. JACK was also found to have the lowest memory requirement per-agent when creating 100 agents.

JACK is compact enough to be run on limited hardware. It has been demonstrated on a Psion 5mx, and, for a recent demonstration involving an Unmanned Aerial Vehicle, JACK was run on a Hewlett-Packard iPAQ PDA.

1.4 Applications supported by the language and/or the platform

Application areas for JACK can be loosely categorised as:

- **Autonomous systems** which operate independently (or mostly independently) from humans. For example, Unmanned Air Vehicles \cite{32} and Holonic manufacturing \cite{17, 18}.

- **Modelling human-like decision making.** This takes advantage of the basis of the Belief-Desire-Intention model in human folk psychology \cite{5}. Typically, this application category involves simulation of humans \cite{19, 22, 41}.

- **Decision support** applications where the system assists humans in making decisions. For example the Collection Plan Management

\textsuperscript{9}http://www.agent-software.com/shared/products/faq.html
Applications supported by the language and/or the platform

System (CPMS) [33] provides human decision makers with a number of possible plans.

- Architectural “glue” where a system is structured as a collection of autonomous agents in order to obtain the reduced coupling and improved maintainability associated with this architectural style. For example, the weather alerting system developed for the Australian Bureau of Meteorology [17, 38].

These are just some areas where JACK has been used. Other applications of agents where JACK could be used as an implementation platform include electronic commerce, business process modelling, and entertainment.

We now describe a number of applications developed in JACK. We have chosen to describe applications that illustrate different ways in which JACK has been used, and which have been described in the literature.

Many of JACK's applications are military: usually associated with logistics (planning) and simulation, rather than with battlefield use. One such application is the Collection Plan Management System (CPMS) (see [33] and [23, Section 6.1]), which assists human in planning the deployment of surveillance and reconnaissance resources. The system comprises a database with information on the terrain, the available resources, and the tasks to be carried out; a visualisation module; and a planning system written in JACK. The planning system presents a number of possible plans for assessment by the human experts. The JACK planner is structured as a collection of agents mirroring the existing command and control (C2) structure, i.e., there is an agent for each entity (brigade, company, platoon, etc.) that constructs plans for the resources that it controls. Another application written in JACK, which concerns planning the deployment of military resources, in this case aircraft, is described by Marc et al. [37].

Another area where JACK has been used is as architectural “glue” to connect together components of a system. By structuring a system as a collection of agents, one obtains a system that is more loosely coupled, and that is easy to modify and extend. One example of this application of JACK is the alerting system developed for the Australian Bureau of Meteorology (see [38] and [17, Section 5]). The system receives information from a range of sources including storm predictions, current observations from automated weather stations, predictions issued for the area around airports and information about bush fires. Various conditions, such as discrepancies between forecasts and observations, are checked for and alerts are generated. The system is structured as a multi-agent
system where agents subscribe to information providers. Experiences with extending this system have been positive, for example extending the system to deal with a new type of information source only took a number of days.

A basic property of agents is that they are autonomous, and so a natural application area for JACK is developing software that operates autonomously. One example is the recent use of JACK on an Unmanned Aerial Vehicle (UAV) [32]. The role of JACK is not to control the vehicle directly, but rather to provide higher-level decision-making about what to do next, e.g., where should the UAV fly to? JACK’s ability to deal with failure and to flexibly achieve goals is crucial in providing the UAV with a decision making capability that allows it to be independent and robust. In addition, JACK’s support for teams can be used to allow multiple vehicles to cooperate in achieving their goals; for example, one UAV might act as a decoy allowing another UAV with a video camera to approach undetected. A feasibility demonstration of JACK onboard a UAV has been done\textsuperscript{10} and development of team-based UAV control is ongoing, with flight testing scheduled for early 2005.

Finally, Holonic manufacturing is another application area where JACK has been used to develop autonomous software. In this case, the software controls a manufacturing cell [17, 18]. The challenges in agent-based manufacturing are to support more flexible manufacturing — for example to allow custom orders and changes to orders — and to be robust, i.e., to deal appropriately with a range of issues such as shortage of parts and failure of manufacturing equipment.

1.5 JACK: A Platform for Research

In addition to being aimed at industrial application development, JACK has also been found to be suitable as a basis for research. We describe this here for two reasons, firstly because one the goals of JACK is to “enable further applied research” [23], and secondly because this research has, in some cases, involved extending JACK, and so it shows that JACK can be easily extended.

One area of research concerns making BDI agents more intelligent, or at the very least more rational. One issue that is shared by BDI platforms is that although a BDI agent may have multiple goals that are being pursued at a given time, no reasoning is done about the interaction between the goals. In a sequence of papers, Thangarajah et al. [52–55]\textsuperscript{10}http://www.agent-software.com/shared/resources/pressReleases/Avatar-JACK-F040706USb.pdf
described an extended BDI execution cycle which incorporates reasoning about the interactions, both negative and positive, between concurrent goals. This extended BDI cycle was implemented in JACK [51].

Another strand of research that has focused on JACK’s execution model is the work in [39–41] which looks at (i) making the decision making of JACK agents more “human-like” by adding selection of plans based on recognition of situations, and learning from mistakes [39]; and (ii) adding psychologically-plausible variability in decision making by incorporating factors such as fatigue, time-of-day and human perception processes (how human vision tracks objects) [40, 41]. The latter work is being applied to simulate changes of behaviour in military personnel [19].

JACK has also been extended with look-ahead planning [13] by integrating with JSHOP, an HTN (Hierarchical Task Network) planner written in Java.

Finally, work by Poutakidis et al. [44, 45] has proposed and implemented on top of JACK a debugger that automatically detects errors by monitoring messages between agents and raising an alert if the messages do not conform to the interaction protocol that is meant to be followed.

1.6 Final Remarks

We have presented the JACK language and platform, including the unique features of the JACK language, such as teamwork, and the tool support that is provided by JACK.

At RMIT University we have taught an undergraduate course on agent-oriented programming and design for a few years. The course, which runs in a single 12 week semester, covers an introduction to agents, the Prometheus agent-oriented software engineering methodology, and JACK. During the course, the students complete a design and implement an agent system, working in teams of 1-3 students. Typical projects have included a group calendar system, a library management system, and a stock trader simulation. Our experience has been that the vast majority of the students manage to learn JACK and that the students use JACK effectively by the end of the course, i.e., that their code is agent-oriented, not just object-oriented code wrapped in plans.

---

11The course was first taught in 2001, and has been taught subsequently in 2002, 2003 and 2004.
12JACK is covered in four lectures.
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Appendix: Summary

1(a) The JACK language supports BDI style practical reasoning as well as forward-directed inference reasoning, and allows for various agent concepts such as mental attitudes, deliberation, adaptation, reactive and proactive behaviour. There is a JACK extension towards a Cognitive Architecture, for inclusion of cognitive parameters and variations to the reasoning processes, and for modelling of cognitive influences by behaviour moderators.

1(b) JACK provides high-level primitives for communication between agents. Communication is peer-to-peer, and does not include broadcast or multi-cast addressing.

1(c) JACK is not intended for mobile agents.

1(d) JACK is an easy-to-use programming language in the BDI family, and the tool suite includes graphical programming tools both for program design and for decision logic.

1(e) The JACK language has clear and precise (but not formal) semantics.

1(f) JACK is a full programming language well suited for a variety of agent applications.

1(g) JACK allows new program elements to be defined in a systematic way, through compiler plugins.

1(h) This has not been investigated.

1(i) The JACK language is a full-flavoured programming language that combines the logic oriented BDI style with the object-oriented Java style, and it further includes programming elements providing increased support for abstraction, modularisation, information hiding and generic programming.

1(j).i JACK is fully integrated with Java, and it also includes integration mechanisms for combining JACK agents with C++ programs.

1(j).ii JACK is fully integrated with Java.

2(a).i JACK is well documented through a range of manuals and practicals, and is easily installed via the downloadable installer.

2(a).ii JACK runs on all Java platforms from 1.1.3, and has been run on PDAs (Psion 5mx and an HP iPAQ).

2(b) The JACK platform is itself proprietary, but includes the standard architectural elements, and there are FIPA wrapper extensions.

2(c) JACK is built to be open, with a range of “hooks” at various levels to simplify extensions. JACK is not open source.

2(d).i JACK comes with several mechanisms for logging and debugging of JACK agent execution.

2(d).ii The JACK package includes manuals in PDF and HTML format.

2(d).iii JACK includes a development tool.

2(e) JACK is fully integrated with Java and all Java tools can be used.

2(f) JACK is not tied to any specific operation environment.

2(g).i A single process can host thousands of JACK agents.
2(g).ii  JACK is a fully supported commercial product.

2(h).i  JACK supports open multi-agent systems and heterogeneous agents.

2(h).ii  JACK includes a language extension for team-oriented programming, which simplifies coordinated activity and distributed control. The JACK Teams model includes role declarations and hierarchical, dynamic teams.

2(h).iii  JACK does not include any pre-programmed libraries of JACK code.

3(a)  JACK is being used for several real-world, industrial applications.

3(b)  The BDI style programming is well suited to strategic robot control, as used in manufacturing plants, autonomous vehicles, and simulation, as well as business logic applications, including application of analytical procedures, compliance processes, and situated decision making.
References


REFERENCES


Index

Agent platform, 2
Agent-oriented programming language, 2
AgentSpeak(L), 9

Autonomous, 1

BDI, 1
BDI gap, 9
Belief, 1
Belief-Desire-Intention, 16
Beliefs, 6

Capability, 6, 10
CORBA, 14

Debugging Tools, 12
    Browser, 14
    Graphical plan tracing, 14
    Interaction Diagrams, 14
    Tracing, 12
Desire, 1
dMARS, 7

Event, 6

FIPA, 3, 14
FIPA JACK, 15
Flexibility, 2
Folk psychology, 16

Gaia, 2
Goals, 1

HLA, 14

Intention, 1
Interaction diagrams, 14

JACK Development Environment, 12
    Design Tool, 12
    Graphical Plan Editor, 12
JACOB, 15
Jadex, 4, 10
JAM, 4, 7
Jason, 4, 9
Java, 3
JDBC, 15
JDE, see JACK Development Environment
JSHOP, 10, 19

MaSE, 2
Methodology, 2

Plan, 1, 6
Portal, 15
Proactive, 1
Prometheus, 2
PRS, 7

Reactive, 1
Relevance condition, 8
RMI, 14
ROADMAP, 2
Robustness, 2
Roles, 10

Social, 1

Teams, 2, 10
Tropos, 2

UM-PRE, 7

View, 6